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The origin of discrimination is stereotypes (beliefs about the 
attributes that characterize a social group) and prejudices 
(judgments or opinions that imply valuation and may not be true).

They produce arbitrary discrimination at the level of action, and 
result in hostile and exclusionary treatment of a person or group.



https://turkeyai.com/en/artificial-intelligence-is-also-sexist/

An algorithm can be sexist simply by 
being trained on Google News 
bulletins. After a while, a software 
deduced that a software developer 
would be a man, while a woman is the 
one who only takes care of household 
chores.

2019
2018

https://turkeyai.com/en/artificial-intelligence-is-also-sexist/


The recruitment system did not
judge in a gender neutral 
manner

The fact:  the machine learning
specialists had trained the
artificial intelligence tool from
patterns that could be observed
in the curricula presented to the
company for a decade, and most
of them belonged to men. 

-> male candidates were preferable

2019

2015

Massive blocking of bank accounts

-> discrimination on the basis of origin



Bernard Parker, left, was rated high risk; Dylan Fugett was rated low risk. (J.Ritchie for
ProPublica)Machine Bias

There’s software used across the country to predict
future criminals. And it’s biased against blacks.

by Julia Angwin, Jeff Larson, Surya Mattu and Lauren Kirchner, ProPublica

2016

https://www.propublica.org/article/machine-bias-risk-assessments-in-criminal-sentencing



Microsoft debuted its AI 
chatbot Tay

Tech giant IBM is to stop offering 
facial recognition software for 
"mass surveillance or racial 
profiling"

2020

2016

Tay evolved into a totally fascist and racist 
being and declaring hating feminists. It was
deleted after 16 hours of life.



Photo: iStock.

According to a study carried out by 'Business Of Apps', black women, Asian men and 
any racial minority get significantly fewer matches on dating apps than other users 
on average. "Online dating has helped millions of people find love," says James 
Bloodworth, a journalist for 'News Statesmen', who has written an interesting report 
on the subject. It is worth wondering if our desire is our own or has been instilled in 
a subliminal and progressive way by algorithms that discriminate or favor certain 
content.

https://www.elconfidencial.com/alma-corazon-vida/2021-05-11/apps-ligar-citas-discriminacion-peores-deseos_3067595/
https://www.elconfidencial.com/alma-corazon-vida/2021-05-11/apps-ligar-citas-discriminacion-peores-deseos_3067595/


Sensors that detect eye movement analyze and process it. But they also collect 
biometric information that reveals sensitive information such as our ethnicity, 
diseases we suffer from, our sexual preferences or our drug habits.

https://www.elconfidencial.com/tecnologia/novaceno/2021-04-07/movimiento-ojos-revela-secretos-intimos_3024448/



subservient female 
personas for 
personal assistants

The industry is already 
filled with services and 
products that have 
gender bias effectively 
programmed into them: If 
voice recognition 
technologies are trained 
and tested only by men, 
struggle to understand 
female voices.



Machine learning AI: the more data you can 
feed them, the more accurate they become.

But what about If the feeding in the form of 
artificial intelligence data is not correctly 
processed and/or algorithms may be biased



https://www.lavanguardia.com/tecnologia/20201030/4976430958/inteligencia-artificial-arruina-partido-futbol-confundir-calva-pelota.html

artificial intelligence ruins a soccer 
game by mistaking the referee's bald 
head for the ball



Fact 1: data feed for AI is not processed correctly and 
algorithms may be biased.

Parameters

AlgorithmsData
source

Case
studies

Training
algorithms

Response

Post-
processing

TRAINING

APPLICATION
• Predictions

• Categorization

• Recommendation

• Translation
• ….

Joan Pahisa
http://joanpahisa.com/es/

http://joanpahisa.com/es/


Two common problems caused by poor data curation are 
overfitting and bias. 
• Overfitting is the result of a training data set that does not 

adequately represent the actual variance of production 
data; it therefore produces output that can only deal with a 
portion of the entire data stream.

• Biased data: databases can contain a greater amount of 
masculine than feminine data simply by the historical one.

Lack of Quality Data



Still today many artificial intelligence 
machines learn from humans (= programmed 
by humans), it is very likely that they will also 
adopt the prejudices (gender, racial and 
socioeconomic) that exist in society.



Fact 2. Who are programming
the algorithms?

The “male
computer

geek” 
stereotype. 



https://www.daxx.com/blog/development-trends/number-software-developers-world

•27.5 % of developers in the world are women
•80.7% of Software developers, applications and systems software in the US are 
men, the percentage of female software developers is 19,3%

https://www.daxx.com/blog/development-trends/number-software-developers-world


AI forms for education

Learning curators
Developing and 
programming robots

Learning partners

Teaching assistants



https://chatbotsmagazine.com/ai-and-chatbots-in-education-what-does-the-futurehold-9772f5c13960

Chat bots

IO chat bot UNED

Updated information of the Institutions. The bot collects information about 
student preferences

Better support to students

Smart & Secure feedbacks

Instant help to Students/Teachers

society of immediacy

https://chatbotsmagazine.com/ai-and-chatbots-in-education-what-does-the-futurehold-9772f5c13960


Increased student engagement
Students want to communicate 
with each other, research topics 
or find the best homework help, 
they switch to electronic 
platforms or use a virtual 
assistant to do so.

Virtual assistants: do coaching for learning

Avatars (University West Georgia, 
Lesley, Curtin University)

Efficient assistants
to help students complete 
the tasks and clear doubts 
about them. Teachers get 
tired of performing 
repetitive tasks.



Intelligent and confident feedback
Student feedback helps teachers identify 
gaps in their teaching efforts and do 
better. Teacher comments allow students 
to identify areas where they need to do 
additional work.

Instant help for students
Generations X, Y, Z, T: technology 
makes it possible to get everything 
instantly and 24x7.
Educational institutions also need to 
accelerate the communication process 
of their students to get the attention of 
this instant generation.

https://chatbotsmagazine.com/ai-and-chatbots-in-education-what-does-the-futurehold-9772f5c13960
G-Rubric: https://dialnet.unirioja.es/servlet/articulo?codigo=5753469

https://chatbotsmagazine.com/ai-and-chatbots-in-education-what-does-the-futurehold-9772f5c13960


Intelligent tutoring systems
Provide a personalized learning environment for students by 
analyzing their responses and how they go through the learning 
content.



Dyckhoff, A. L., Zielke, D., Bültmann, M., Chatti, M. A., & Schroeder, U. (2012). Design and Implementation of a Learning Analytics Toolkit for Teachers. 
Educational Technology & Society, 15 (3), 58–76.

Learning analytics

The progressive use of educational platforms implies that the student 
leaves digital traces of his activity that can be collected and analyzed.

One of the big stumbling 
blocks for learning analytics is 
controlling access to learners' 
personal data.



https://www.brookings.edu/blog/education-plus-development/2023/01/09/chatgpt-educational-friend-or-foe/



¿How can I help?

Paraphrasing Dr. Goodwin in New Amsterdam Series



https://op.europa.eu/en/publication-detail/-/publication/11d9cab1-fa52-11eb-b520-01aa75ed71a1

The strategy’s five key areas:
•Being free from violence and 
stereotypes
•Thriving in a gender equal economy
•Leading equally throughout society
•Gender mainstreaming and funding
•Promoting gender equality and 
women’s empowerment across the 
world.



https://ec.europa.eu/info/law/better-regulation/have-your-say/initiatives/12270-White-Paper-on-Artificial-Intelligence-a-European-
Approach/public-consultation



Sc
ie

nt
ifi

c 
re

se
ar

ch
 o

n 
th

e 
ex

ist
en

ce
 o

f b
ia

s i
n 

al
go

rit
hm

s

Margaret M. Burnett
Distinguished Professor

School of Electrical Engineering and Computer Science
Oregon State University

helps software developers & usability professionals find and fix software 
features with such gender-inclusiveness "bugs"

http://www.eecs.oregonstate.edu/
http://www.oregonstate.edu/
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https://www.elconfidencial.com/cultura/2021-05-30/algoritmo-desigualdad-virginia-eubanks_3101760/

Deep Social Programming

American journalist who 
warns that algorithms 
are making us poorer
Journalist Virginia Eubanks has 
published an investigation into how 
data mining and predictive models 
affect the widening social divide

Book: The Automation of Inequality' (Captain Swing)
The system is expelling families receiving social assistance and how prejudices based on
race or social class are perpetuated. Warns of the consequences of entrusting decision-
making to computer systems that do not consider the consequences of their decisions
on the lives of real people. How the hyper-bureaucratization that comes with this new 
form of management is, in many cases, designed to limit access to resources for groups
at risk of exclusion.



https://www.lavanguardia.com/vida/20210703/7573140/javier-viana-algoritmos-transparencia-inteligencia-artificial.html

"It is essential to understand the guts of an 
algorithm; if we don't understand how it works, we 
can't let it make decisions like where an airplane is 
going." Javier Viaña Pérez (Bilbao, 1995).
It may not be very serious when the algorithm only 
decides which movies it recommends to you -
"although it conditions you" - but it is dangerous 
when human lives are at stake, as in aerospace or 
medical applications.



Include ethics in the engineering academic curriculum



Networking
events



Include references to women or other disadvantaged groups (ethnic minorities, 
people with disabilities) in academic curricula.



https://cotec.es/proyecto/toman-los-profesores-decisiones-sesgadas/5439b770-a697-0010-6e8c-b6428b757e68





Will learning evolve towards 
personalization, with lots of AI to 
deliver, recommend and evaluate 
content? 1

Or perhaps it will become a large 
collection of content and courses 
offered openly, and students will 
simply "serve themselves directly“ 
using a lot of AI based tools & web 
services?

2



“Education is the most powerful weapon tool you can use to change the world.”
NELSON MANDELA

https://eresmama.com/nelson-mandela-vision-educacion/

thank you for your attention, 
I look forward to your questions
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